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Lecture 13
Scene understanding



Object recognition 
Is it really so hard?

This is a chair

Find the chair in this image Output of normalized correlation



Object recognition 
Is it really so hard?

Find the chair in this image 

Pretty much random detections 
Simple template matching is not going to make it



Object recognition 
Is it really so hard?

Find the chair in this image 

A “popular method is that of template matching, by point to point correlation of a 
model pattern with the image pattern. These techniques are inadequate for three-
dimensional scene analysis for many reasons, such as occlusion, changes in viewing 
angle, and articulation of parts.” Nivatia & Binford, 1977.



Find a bottle:

CategoriesInstance matching

Find these two toys

Instances vs. categories
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A VIEW OF A PARK ON A NICE SPRING DAY



PERSON FEEDING 
DUCKS IN THE PARK

PEOPLE WALKING IN THE PARK

DUCKS LOOKING FOR FOOD

Do not  
  feed  
the ducks  
    sign



DUCKS ON TOP  
OF THE GRASS

PEOPLE UNDER THE  
SHADOW OF THE TREES



Intuitive physics

[“Learning to See Physics via Visual De-animation”, Wu et al., NIPS 2017]



Intuitive physics

[“Learning to See Physics via Visual De-animation”, Wu et al., NIPS 2017]



Scene understanding

Mezzanotte & Biederman 

Scene understanding is an integrated process



Places

Scene understanding

Objects Agents



A bit of history…



So, let’s make the problem simpler: Block’s world

Input Edges (2x2 gradient) Reconstructed 3D scene 
(new view point) 



Object Recognition in the Geometric Era: a Retrospective. Joseph L. Mundy. 2006

3D, compositional models
Binford and generalized cylinders Recognition by components

Recognition-by-Components: A Theory of Human Image Understanding. 

Psychological Review, 1987.

Irving Biederman




1) We know that this object is nothing we know 

2) We can split this objects into parts that everybody will agree 

3) We can see how it resembles something familiar: “a hot dog cart”

A do-it-yourself example

Irving Biederman 
Recognition-by-Components: A Theory of Human Image Understanding.  
Psychological Review, 1987.

“The naive realism that emerges in descriptions of nonsense objects may be reflecting the workings of a 
representational system by which objects are identified.”



Part based models

• Object as set of parts 
– Generative representation 

• Model: 
– Relative locations between parts 
– Appearance of part 

• Issues: 
– How to model location 
– How to represent appearance 
– Sparse or dense (pixels or regions) 
– How to handle occlusion/clutter



Scene models

https://www.ri.cmu.edu/pub_files/pub4/kanade_takeo_1977_1/kanade_takeo_1977_1.pdf

Multiple levels of representation -- pixels > patches > regions > subimages > objects



Neural Network-Based Face Detector
Train a set of multilayer perceptrons and arbitrate a decision 
among all outputs

Rowley, Baluja, and Kanade: Neural Network-Based Face Detection (PAMI, January 1998)



Haar filters, integral image and boosting 
Viola and Jones, ICCV 2001

The average intensity in the block is computed with four 
sums independently of the block size.

Viola-Jones Face Detector

Integral image



Bag of words models

D. Lowe, IJCV 2004

• SIFT: Scale Invariant Feature Transform 

• Normalized histogram of orientation 
energy in each affinely adapted region 
(128-dim.)

Images represented as affine covariant regions: 
Harris affine invariant regions (corners & edges)


Maximally stable extremal regions 
(segmentation)

Csurka, Dance, Fan, Willamowski, and Bray 2004 
Sivic, Russell, Freeman, Zisserman, ICCV 2005



Histograms of oriented gradients (HOG)

1. Bin gradients from 8x8 pixel neighborhoods into 9 orientations 
2. Linear SVM

https://lear.inrialpes.fr/people/triggs/pubs/Dalal-cvpr05.pdf

“Computer 
screen”
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Families of recognition algorithms
Bag of words models Voting models

Constellation models Rigid template models

Sirovich and Kirby 1987 
Turk, Pentland, 1991 
Dalal & Triggs, 2006

Fischler and Elschlager, 1973 
Burl, Leung, and Perona, 1995 

Weber, Welling, and Perona, 2000 
Fergus, Perona, & Zisserman, CVPR 2003 

Viola and Jones, ICCV 2001 
Heisele, Poggio, et. al., NIPS 01 

Schneiderman, Kanade 2004 
Vidal-Naquet, Ullman 2003  

Shape matching 
Deformable models

Csurka, Dance, Fan, Willamowski, and Bray 2004 
Sivic, Russell, Freeman, Zisserman,  
ICCV 2005

Berg, Berg, Malik, 2005 
Cootes, Edwards, Taylor, 2001

Neural networks

Le Cun et al, 98





car



ImageNet classification and Neural nets

f
<latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit><latexit sha1_base64="b4HLEbhr7TEtaehBb4ygFYyuiV8=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipGQ7KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hFd6cR+fFeXc+lq0FJ585hT9wPn8AyvGM6g==</latexit>

“Birds”



Image Classification
Is object class c present anywhere in the image x?



Image Classification: formulation

Lecture 6



Image Classification: evaluation

Percentage of times that true class  
is correctly identified. 

Classification performance (Top-n)

true classPredicted class



where Ci,ji
,j measures the percentage of times  

that true class i is classified as class j.

Image Classification: evaluation

Percentage of times that true class  
is correctly identified. 

Classification performance (Top-n) Confusion matrix

true classPredicted class true classPredicted class



Image Classification: shortcomings
Ground truth-annotation: Indicate which images contain a car

“Clap” if you see a car

Ready?



























Image Classification: shortcomings
What is a car?

The data represents 
the formulation 
of the problem.

There is ambiguity even for very familiar concepts



Is there a fruit in this picture?

A pepper is a fruit 
according to botanics, and 
it is a vegetable according 
to the culinary classification.



Which level of categorization is the right one?

If you are thinking in buying a car, you might want to be a bit more specific about 
your categorization.

?



Entry-level categories 
(Jolicoeur, Gluck, Kosslyn 1984)

• Typical member of a basic-level category are categorized at the expected level


• Atypical members tend to be classified at a subordinate level.

A bird

An ostrich



Class experiment



Class experiment

Experiment 1: draw a horse (the entire body, 
not just the head) in a white piece of paper.  

Do not look at your neighbor! You already know 
how a horse looks like… no need to cheat.



Class experiment

Experiment 2: draw a horse (the entire 
body, not just the head) but this time chose 
a viewpoint as weird as possible. 



View typicality

by Greg Robbins 

Despite we can categorize all three pictures as being views of a horse, the three pictures do not look as being 
equally typical views of horses. And they do not seem to be recognizable with the same easiness.



Canonical Perspective

From Vision Science, Palmer

Examples of canonical perspective:

In a recognition task, reaction time 
correlated with the ratings.

Experiment (Palmer, Rosch & Chase 81): 
participants are shown views of an object 
and are asked to rate “how much each one 
looked like the objects they depict” 
(scale; 1=very much like, 7=very unlike)



Canonical Viewpoint

Clocks are preferred as purely frontal



Google mugs

Mugs from LabelMe

Dataset biases



What is a chair?

Some aspects of an object function can be perceived directly 
• Functional form: Some forms clearly indicate to a function 

(“sittable-upon”, container,  cutting device, …)

Sittable-upon Sittable-upon

Sittable-upon

It does not seem easy 
to  sit-upon this…



Other questions

What if the object is present in the scene but invisible in the image? 


What if there are infinite classes? 


Is it possible to classify an image without localizing the object? How can we 
answer to the question “is object c present in the image?" without 
localizing the object?


Image classification performance could mislead us into believing that the 
classifier works, but it could be learning spurious correlations.



Object localization
Draw a box around each of the instances of class c in the input image.

Locate all cars in this image



PASCAL Visual Object Challenge

20 Object classes: aeroplane bike bird boat bottle bus car cat chair cow table dog horse motorbike person plant sheep sofa train tv


5000 training images

5000 testing images

http://host.robots.ox.ac.uk/pascal/VOC/

Competition from 2005 - 2012



Object localization: formulation
Our goal is a function f that outputs a set of bounding boxes, b, and their classes y:

fx



Turning localization into classification

…

Region Proposals 
(patches)Input image

f ŷi
b̂i

f ŷi
b̂i

f ŷi
b̂i

f ŷi
b̂i

f ŷi
b̂i



Turning localization into classification

Region Proposals 
(patches)

Input image

Classify each patch



Image pyramids

Turning localization into classification



Turning localization into classification
Window scanning approach

This can be computationally expensive



Turning localization into classification



Turning localization into classification
Selective search

Selective search makes the process more efficient by proposing an initial set of 
bounding boxes that are good candidates to contain an object.

Input image Candidate bounding boxes



Turning localization into classification



Turning localization into classification
Region 

Proposals

f

f0x

x1

xi

xN

f ŷi
b̂i

f

Loss function:

We need a way to measure how  
different are two bounding boxes



Measuring similarity between bounding boxes
One typical measure of similarity between two bounding boxes is the Intersection over Union (IoU)

Intersection 
Union =IoU =b1

b2



Turning localization into classification

Region 
Proposals

f

f0x

x1

xi

xN

f ŷi
b̂i

f



Measuring similarity between bounding boxes



Non-maximal suppression



Non-maximal suppression

1. Take the highest confidence bounding box from the set S and add it to the final set S*


2. Remove from S the selected bounding box and all the bounding boxes with an IoU 
larger than a threshold. 


3. go to step 1 until S is empty.



R-CNN, Fast R-CNN, Faster R-CNN

https://arxiv.org/pdf/1311.2524.pdf https://arxiv.org/pdf/1504.08083.pdf https://arxiv.org/pdf/1506.01497.pdf



R-CNN

Girshick, R., J. Donahue, T. Darrell, and J. Malik. "Rich Feature Hierarchies for Accurate Object Detection and Semantic Segmentation."  
CVPR '14 Proceedings of the 2014 IEEE Conference on Computer Vision and Pattern Recognition. Pages 580-587. 2014




R-CNN
227×227

Selective search

AlexNet, ImageNet pretrained

then fine-tuned on the  

20 VOC classes

~ 2000 region proposals

bird/no bird

car/no car

…

[x,y,w,h]

[x,y,w,h]
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SVM

SVM

Girshick, R., J. Donahue, T. Darrell, and J. Malik. "Rich Feature Hierarchies for Accurate Object Detection and Semantic Segmentation."  
CVPR '14 Proceedings of the 2014 IEEE Conference on Computer Vision and Pattern Recognition. Pages 580-587. 2014








Making the structure end-to-end

Fast R-CNN

Faster R-CNN

https://arxiv.org/pdf/1504.08083.pdf

https://arxiv.org/pdf/1506.01497.pdf



Bounding box localization: shortcomings
It inherits all the problems of classification plus:



Object segmentation
We can try to classify each pixel in an image with an object class. Per-pixel classification of object 
labels is referred to as semantic segmentation.

x ŷfInput is an array (image) Output is an array (segmentation)

Is object class c present in the pixel [n,m]?





COCO ADE20K



Fully Convolutional Networks



Encoder-decoder architectures

Encoder Decoder

Convolutions Deconvolutions

Skip connections



Encoder-decoder architectures



Object segmentation: shortcomings

We can not count objects!



Instance segmentation
We can try to classify each pixel in an image with an object class. Per-pixel classification of object 
labels is referred to as semantic segmentation.

x ŷfInput is an array (image) Output is an array (segmentation)

Is instance i of object class c present in the pixel [n,m]?
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Instance segmentation



Approaches

DWT [Bai et al, CVPR’17]

PANet [Liu et al, CVPR’18]

Mask-RCNN	[He	et	al,	ICCV’17]

InstanceCut, DWT, SAIS, DIN, FCIS, SGN, Mask-RCNN, PANet etc.



Solution:

Region 
Proposals

f

gx

x1

xi

xj

ŷi

ŷj

ŷ1

f

f

Combine classification, regions proposal and segmentation



Mask R-CNN

https://arxiv.org/abs/1703.06870



Panoptic Segmentation

panoptic segmentation: 
stuff and things are solved, instances distinguishable

Semantic segmentation

Instance detection



Unified Panoptic Segmentation Network (UPSNet)

Unified Backbone Network
Pixel-wise Classification





Summary



Scene understanding



Taskonomy



3D Object Models
Voxels

Meshes

3D Keypoint Multiviews



People

https://github.com/CMU-Perceptual-Computing-Lab/openpose/blob/master/doc/media/pose_face_hands.gif





Panoptic studio

https://arxiv.org/pdf/1612.03153.pdf

VGA cameras


HD cameras


Kinects

SFM for calibration





People

https://arxiv.org/pdf/1812.08008.pdf



Stacked hourglass architecture



Keypoint heatmaps

https://arxiv.org/pdf/1603.06937.pdf


